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Abstract—Personal storage services are one of the most popu-
lar applications based on the cloud computing paradigm. There-
fore, the analysis of possible privacy and security issues has been
a relevant part of the research agenda. However, threats arising
from the adoption of information hiding techniques have been
mainly neglected. In this perspective, the paper investigates how
personal cloud storage services can be used for building covert
channels to stealthy exchange information through the Internet.
To have a realistic use-case, we consider the Dropbox application
and we present the performance evaluation of two different covert
communication methods. To understand the stealthiness of our
approach and propose countermeasures, we also investigate some
behaviors of Dropbox in a production quality deployment.

I. INTRODUCTION

Nowadays, cloud computing frameworks are widely used
both from desktops and mobile appliances to access resources
on-demand at reduced costs. Within this panorama, personal
cloud storage is definitely one of the most popular applications
[1]. Owing to this success, a core part of the research focused
on security and privacy threats of cloud computing [2], [3],
[4], together with new issues such as the handling of Big
Data [5]. As regards personal cloud storage applications, [6]
addresses hazards characterizing the entire life-cycle of the
stored information. The works [7], [8] focus on solutions to
guarantee security and service level agreement requirements.
Reference [9] discusses how to undertake digital forensics
investigations on personal data storage applications, while
[10] proposes a general framework for a publicly auditable
infrastructure.

However, emerging threats and attacks taking advantage of
information hiding have been partially neglected. Even if such
technique can be also used for licit purposes (e.g., to prevent
censorship), it is primarily utilized to develop new malware
able to covertly exfiltrate data while remain unnoticed for
long times or to bypass sandbox-based policies of smartphones
[11], [12]. Despite the growing attention on the adoption of
covert channels to perform attacks, only few works consider
cloud computing [13], [14]. The most relevant is [15], which
demonstrates how to create a side channel in cloud storage
services when the deduplication feature is enabled. The main
idea is that, if a file is already present in the cloud, all
clients would be informed to prevent unnecessary uploads of
data. This knowledge could be used as a vector to transmit
information or to perform a bruteforce attack against a stored

secret. However, this method has a very limited feasibility,
since service-wide deduplication is no longer used in commer-
cial services and countermeasures have been developed [16].
Reference [17] partially deals with information hiding, since
it addresses the data leakage among virtual machines running
on the same server by means of covert channels using load or
cache measurements.

As today, many personal cloud storage applications exist,
for instance Apple iCloud, Microsoft OneDrive, Google Drive
and Dropbox. However, Dropbox is the most popular one and
outperforms the others in terms of users and produced traffic
[1], [18]. In this perspective, the paper discusses the design
and implementation of different covert channels exploiting the
internals of the Dropbox platform, which is considered as a
synecdoche of personal cloud storage services. Understanding
this type of covert channels is of particular importance, since
they mainly lie within huge traffic volumes and mixed sets
of information. Thus, their detection or mitigation could lead
to cyber security issues involving Big Data. To prevent that
a too aggressive exchange of hidden information is easily
recognized as an anomaly and to propose countermeasures,
this work also partially investigates some network behaviors
of Dropbox. However, providing a detailed traffic analysis is
outside the scope of this work, and it has been already done
in [1], [19].

At the best of our knowledge, this is the first work applying
information hiding techniques to enable two endpoints covertly
exchanging data through Dropbox. Prior investigations only
focus on classic security and privacy attacks (see, e.g. [20]),
but they are outside the scope of our work. Therefore, the main
contributions are: i) the analysis of different covert channels
targeting personal cloud storage services, ii) the implementa-
tion and the performance evaluation of two techniques, iii) a
specific “behavioral” analysis of Dropbox users, and iv) the
definition of countermeasures to prevent hidden channels in
personal cloud storage services.

The rest of the paper is structured as follows. Section II
briefly introduces the architecture of Dropbox. Section III
presents the reference scenario and possible covert channels
exploiting personal cloud storage applications. Section IV
deals with the design of two techniques, Section V presents
numerical results collected in a real-world testbed, and Sec-
tion VI proposes countermeasures and mitigation techniques.
Lastly, Section VII concludes the paper.
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II. DROPBOX: AN OVERVIEW

Dropbox1 is a cross platform application running on
OSX, iOS, Android, Windows/WindowsPhone and Linux. In
essence, it offers a storage service, which can be accessed
from the browser or automatically synced with the local file
system via an ad-hoc client interface running in background. It
also enables collaboration by allowing users to exchange up-
to-date contents located in a shared folder. The Web version
of Dropbox offers a basic backup service, which can be used
to revert to a prior version of a file, for instance to cope with
accidental deletions or modifications.

To store and synchronize files, Dropbox relies upon two
different cloud computing infrastructures [21]. The first is
based on the Amazon S3 storage service, which is respon-
sible for physically hosting files. While the organization of
the file system of each user is forced by the guest OS,
the Dropbox architecture internally adopts namespaces. Each
user (or shared folder) has a unique root namespace and
contents are located by using relative paths. Then, the client
interface exchanges with the Amazon cloud the traffic needed
to upload, update and retrieve a given file together with
metadata describing the content. When a user locally creates
or changes a file, it is synchronized with remote servers.
To avoid excessive bandwidth requirements and to increase
the Quality of Experience (QoE), files are split into blocks
having a maximum size of 4 Mbytes, each one marked with
an SHA-256 hash. The list of hashes is used to identify
the file in a unique way in the framework including the
file system journal [22]. Handling small portion of data in
a separate manner allows to transmit to servers (named block
servers) only blocks that have changed, rather than the whole
file. This is used by the client interface to perform further
optimizations. The first is delta encoding, which detects mod-
ifications and upload/download blocks selectively. The second
improves the throughput by means of compression [19]. An
additional enhancement pipelines the transmission of blocks
to reduce the latency experienced by users [23]. According
to the Dropbox site, the core functionalities for exchanging
files are implemented via librsync [24]. The produced traffic
represents the data plane of Dropbox and it is transported via
TCP and encrypted with the Secure Socket Layer (SSL) [1].

Dropbox also enables devices located in the same LAN to
sync. Recalling that files are stored in the Amazon datacenter,
the normal approach requires that a device sends data to the
cloud while the other retrieves the modified blocks from the
Internet. From version 2.10, Dropbox implements a “stream
sync” feature, i.e., the downloading client interface retrieves
blocks even if the uploading peer has not completed the
commit. This can still lead to performance bottlenecks, hence
users would benefit if a direct communication among the two
devices is possible. To this aim, Dropbox uses an additional
protocol, named db-lsp, composed of two parts. The first is
db-lsp-disc and queries the local network every 30 seconds to
find devices by means of broadcast UDP messages sent on
port 17500. If a device is found, the second part of the db-lsp
directly starts an encrypted TCP conversation on the same port

1http://www.dropbox.com
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Fig. 1. Reference scenario for the development of a covert channel targeting
the Dropbox personal cloud storage service.

to negotiate parameters and directly exchange data. To avoid
multiple incoherent snapshots in the system, the Amazon cloud
has to be updated as well, but this can happen in background
without degrading the perceived QoE. At the time of writing,
the db-lsp is only supported by client interfaces running on
desktops.

The second datacenter composing the architecture is op-
erated by Dropbox and it is in charge of authenticating
users, handling the proper “signaling” traffic and keepalives to
recognize if a host has disconnected. Specifically, it notifies
the client interfaces about modifications of a shared content
and it sends pointers to retrieve the needed blocks from
the Amazon datacenter. In this case, proper servers (named
metadata servers) “resolve” hashes and exchange information
with the Amazon cloud to preserve the coherence of the
information. Another important portion of the framework is
given by the notification protocol, which dispatches all the
changes performed on a file throughout the entire architecture.
The resulting flow of traffic represents the control plane and its
functionalities are implemented via an HTTP-based protocol
exploiting long polling transmitted through TCP/SSL [1].

III. REFERENCE SCENARIO AND ANALYSIS OF CHANNELS

In this section, we present the considered reference sce-
nario and we showcase potential covert channels exploit-
ing Dropbox. In the following, we use interchangeably the
terms network covert channel, hidden communication, and
steganographic channel, except when doubts arise [25], [26].
Besides, we consider network steganography as the technique
to create covert channels for hidden communication. However,
such covert channels do not exist in communication networks
without steganography (only the “possibility” exists a priori)
[26]. In general, covert channels are characterized by the
following performance indexes [26], which will be used in
the rest of the paper:

• steganographic bandwidth: defines the volume of secret
data sent per time unit;

• undetectability: quantifies the inability of discovering the
presence of secret information within the carrier;

• robustness: represents the resistance of a covert channel
against impairments.

We assume that Alice and Bob want to establish a covert
channel to communicate in a stealthy manner through the
Internet. All the messages are inspected by a Warden, which
can be placed everywhere in the path. This general use case is
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a variant of the “prisoners’ problem” formulated by Simmons
[27] and depicted in Figure 1. For the sake of simplicity, the
Amazon and Dropbox datacenters have been coalesced into
a unique entity named “Dropbox Cloud”. We point out that
this scenario is general enough also to represent a malware
using an information-hiding-capable communication layer to
exfiltrate data from the host of a victim (Alice) towards a
remote Command & Control facility (Bob) [28].

Different parts of the Dropbox architecture can be used as
a carrier for storing secret information. As an example, Alice
and Bob could share a folder via their client interfaces. In this
case, each alteration of its content (e.g., the name of a file is
modified) is notified to the cloud and then propagated to all the
subscribers. Alice can encode secrets in well-defined patterns
of operations, i.e., two consecutive changes of the same file
denotes 1, while deleting a file denotes 0. On the receiving
side, Bob can decode the information by knowing the shared
secret, i.e., the encoding scheme used by Alice. Therefore, the
covert channel lies within the sequence of legitimate actions
propagated by the notification protocol of Dropbox.

A Warden can be arbitrarily placed to spot the secret flow of
information. It can be deployed on the local host of Alice (or
Bob), e.g., in the file system, to detect suspicious operations
due to the ongoing data hiding process. It can be put in an
intermediate network node to reveal the presence of the hidden
channel from some features of the resulting legitimate traffic,
e.g., the volume of notifications deviates from the average
user behavior thus representing an anomaly. Consequently, the
steganographic bandwidth of the covert channel between Alice
and Bob and its detectability are tightly coupled [29]. For the
considered example, the more secret bits are exchanged (i.e.,
the number of modifications performed to the shared folder),
the higher is the traffic produced by Alice and Bob towards the
Dropbox cloud. Thus, a proper trade-off between transmission
rates and stealthiness has been searched for by means of traffic
measurements.

A. Covert Channels Analysis
By considering the reference scenario depicted in Figure

1, we investigate potential covert channels exploiting personal
cloud storage services.

First, we present methods using the network traffic of
Dropbox as the carrier. Therefore, the secret sender is a client
interface and the secret receiver decodes information in an
intermediate network node, as depicted in Figure 2 - cases A
and B. In more details:

1) volume-based: secrets are encoded by generating different
amounts of traffic over the network. For instance, the
secret can be produced by syncing a file multiple times
(time-based encoding) or by varying its size (volume-
based encoding). This method has two main drawbacks:
i) a Warden can easily detect the covert channel by
inspecting the overt network traffic or by monitoring the
file system of the hosting machine [30], [31], [32], and
[33]; ii) optimization algorithms prevent a fine-grained
control on the traffic volumes, e.g., if a file/bock already
exists in the cloud, only a notification is produced rather
than a complete transmission [1], [19].
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Fig. 2. Different covert/overt channels exploiting a personal cloud storage
service.

2) throttle-based: secrets are encoded in well-defined values
of the throughput. However, the presence of delta en-
coding may impede to have enough flexibility to obtain
arbitrary throughput values to represent the information.
The Warden can exploit the same techniques of 1) or
simply void the channel via traffic normalization [30].

3) timing-based or storage-based: secrets are encoded by
modifying certain features of the Dropbox traffic (e.g.,
delays between two packets) or by changing the header
content. The Warden can utilize the same countermea-
sures presented in 1) and 2).

4) type-based: secrets are encoded by forcing the client in-
terface to switch between the db-lsp and rsync protocols.
For instance, the secret data 110 can be notified by
producing network packets carrying a db-lsp, db-lsp and
rsync sequence. Unfortunately, the usage of db-lsp limits
the scope of the covert channel to the LAN.

5) time-stamp: each minute, the client interface sends a time-
stamp to the Dropbox cloud within an HTTP request,
which can be used as the carrier.

Second, we discuss methods considering Dropbox as a black
box. In this case, protocols and internals are ignored, and data
is injected by posing as a human user. In other words, the
secret sender processes the content of a folder shared with the
secret receiver, which infers information. The resulting covert
channel lies within the flow of overt notifications/actions
exchanged among client interfaces and the Dropbox cloud,
as depicted in Figure 2 - case C. Specifically:

6) upload of new files: secret bits are hidden in the time
at which the secret sender adds new files to the shared
folder. Unfortunately, the intervals observed by the secret
receiver heavily depend on the status of the network. This
limits the “rate” of file uploads, reduces the achievable
steganographic bandwidth, and makes the method very
fragile to errors. The injection of a secret requires many
operations on the file system, thus a Warden residing on
the guest OS can easily spot the channel.

7) renaming of files: the hidden data is embedded in the
name of files assigned by the secret sender. Since chang-
ing the filename only requires to update a metadata, this
leads to a small amount of traffic. Even if a Warden
placed in the network has limited chances to detect the



4

channel, one deployed on the host can spot massive
renaming operations. Yet, reducing the throughput and
using suitable name-encoding or encryption scheme for
filenames can increase the stealthiness of the process.

8) movement of files: secrets are encoded by moving or
deleting files within the shared folder. Since each change
on the file hierarchy of a Dropbox folder has to be
propagated, bits are signaled via bursts of operations.
Again, changes should be limited as to avoid triggering
a Warden in the local file system.

9) size modulation: the hidden information is encoded by
shrinking/inflating the size of files. If the number of
changes/secrets is small, Dropbox optimizations can limit
the traffic making the detection difficult. Indeed, aggres-
sive adjustments lead to anomalous network behaviors
resulting in to a channel with a poor stealthiness.

10) alteration of file: the hidden data is embedded in how
the file is modified. Owing to optimizations, changes in
a single block produce a minimal amount of traffic. This
requires the Warden to identify short-living TCP bursts
within the bulk of data, which is non-trivial especially if
only one block has changed.

11) type of device: Dropbox can keep track of which device
modified a file. Secrets are encoded by creating a device-
to-file map, e.g., modifying a file on a smartphone is 1,
while on a desktop is 0. Alas, such information is not
propagated among client interfaces, but requires to log
into the Dropbox website. The resulting implementation
is byzantine and easy to spot.

12) modification of folder: this method exploits folders in-
stead of files. From the traffic point of view, the resulting
load is very modest, as blocks composing files are never
transmitted. Yet, massive alterations of folders cause
abnormal bursts of notifications that can can be detected
by a Warden.

For the sake of completeness, we briefly present a technique
directly injecting data in the Dropbox client interface. In this
case, the cloud portion of the framework is bypassed via the
db-lsp protocol, which is used to establish a direct TCP point-
to-point channel over the LAN. Unfortunately, since August
2013, the Dropbox client interface has been updated three
times per month (on the average), making the mechanism
difficult to implement and maintain, especially for a real-world
attacker targeting a mixed set of platforms. Moreover, the
method could be beaten via normalization [30] or detected
by using Deep Packet Inspection (DPI) [34].

Summarizing, methods 1) - 3) are not Dropbox-specific and
have been previously used in the literature, see, e.g., [26],
[35]. Additionally, the Warden can detect or block the covert
channel by simply inspecting the traffic, thus reducing its
effectiveness. Methods 4) and 5) have been reported only for
the sake of completeness, since 4) can not be used on an
Internet-wide scenarios and it is limited to desktops, while 5)
is no more available as Dropbox now uses TLS preventing a
secret receiver to access and decode the data embedded in
the time-stamp. Methods 6), 8) and 12) should have poor
bandwidth as to avoid that a Warden deployed on the host

can easily spot the burden of operations performed on the file
system. The method proposed in 9) has a poor stealthiness
since the creation of new blocks produces non-negligible flows
of data, which can be spotted. Lastly, 11) requires the Web
version of Dropbox, thus making the implementation of the
covert channel highly detectable. For such reasons, in the
following we investigate techniques 7) and 10) since they are
the most promising and rely upon different information hiding
approaches with a mixed set of complexity.

IV. DESIGN OF THE COVERT CHANNELS

In this section, we describe the design of two methods
exploiting Dropbox to establish a covert channel.

As discussed in Section III, we assume that both the secret
sender and the secret receiver (i.e., Alice and Bob) share a
Dropbox folder populated with some innocent-looking files.
We also assume that they known in advance the set of files
to be used for the steganographic purposes. Other files can
be present and act, for instance, as a decoy. Without loss
of generality, methods can work in two modes: synchronous,
i.e., both endpoints have to be active at the same time,
or asynchronous, i.e., the receiving side does not need to
continuously monitor changes.

A. Renaming of File Method

The renaming of file method, denoted in the following
as REN, exploits the filename as the carrier, i.e., the secret
information is encoded in a textual form. Accordingly, it solely
relies upon text steganography. With L, we define the number
of characters that can be used to hide information. Despite
the file system of the guest OS, Dropbox limits the length of
filenames to 255 characters, hence L ≤ 255. To hide data,
the secret sender implements a proper function, which maps
the message to be transmitted M into a string of characters S
containing the secret. If S ≤ L, it can be injected into a single
filename, while for S > L multiple files are needed, or many
rounds of processing have to be applied on the file. Figure 3(a)
depicts a simple graphical representation of the method. More
sophisticated schemes using only a fraction of L characters or
using a cross-file approach to reduce the probability of being
spotted by a Warden can be developed, but it is outside the
scope of this paper. Possible examples for encoding secrets
are: character existence, e.g, if a specific letter is present 1
is inferred and 0 otherwise, or a direct injection by using the
UTF-8 encoding as a dictionary.

By considering a synchronous usage, the following steps
are performed: 1) the original names of files in the shared
folder are saved along with their MD5 signatures; 2) the
secret sender modifies the name(s) of the chosen file(s) with
characters encoding the secret data; 3) upon detecting changes,
Dropbox synchronizes and propagates such information to the
secret receiver; 4) upon detecting changes, the secret receiver
decodes the secret data from the filename(s); 5) when the
hidden data transfer is completed, the name of file(s), identified
via their MD5 signatures, is restored.

When operating in synchronous mode, the secret sender
is only aware that data has been synchronized with the
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cloud, but it has no knowledge of the outcome. This could
create incoherent statuses. For instance, the modification of a
filename can occur twice before the receiving peer is notified.
Hence, this requires a proper control protocol, e.g., to let the
secret receiver acknowledge the secret sender that the content
has been read. However, developing such form of signaling
is outside the scope of this work. A possible workaround
would be using an asynchronous mode. In this case, one can
exploit the revision feature of Dropbox. The secret receiver
can retrieve from the Web interface the list of all the changes
made as to reconstruct the history of modifications to extract
the secrets.

As regards a possible implementation, the REN mechanism
can be realized by using the Dropbox client interface, via the
web-based access or in a mixed form. For instance, the secret
sender could change data by using proper scripts running on
a shell, while the secret receiver can be a Rich Site Sum-
mary (RSS) daemon polling its web account and periodically
inspecting filenames to extract the hidden information.

B. Alteration of File Method
The alteration of file method, denoted in the following as

ALT, uses the contents of the file as the carrier, i.e., the secret
data is embedded in “where” the file is modified. In essence,
ALT takes advantage from the delta encoding algorithm, i.e.,
only parts of files differing from those already available in the
personal cloud storage are uploaded. Let us assume a message
to be covertly transmitted with a size of M bytes, denoted as
m1,m2, . . . ,mM . Then, with a little abuse of notation, the
covert sender implements an encoding scheme to hide M into
the S bytes of a file. To this aim, the carrier (i.e., the file)
of size F is subdivided into K equal chunks, each one of
C bytes, with S < K = F/C. Notice that chunks are only
used for encoding the data and must not be confused with the
blocks used by Dropbox to transfer the information. In the
following, to avoid ambiguities, we refer to parts of the file
altered for steganographic purposes solely as chunks. For the
sake of simplicity, we assume C = 256 bytes, since it allows
to transfer one byte of secret data per chunk. In Section V, we
relax such hypothesis and we consider different values for C.
Additionally, the smaller C, the higher K, then the resulting
changes could be stealthier as only a small fraction of the
original content is modified. We point out that C = 256 bytes
allows to precisely add up to 4 Mbytes, which is the maximum
block size supported by Dropbox.

Then, the encoding scheme used is as follows. First, the
designated file is divided into K chunks. Then, the covert
sender converts m1 into its decimal representation, defined
as d1, which is used as a pointer to modify the carrier, i.e.,
the d1-th byte of the first chunk is modified. Upon detecting
changes, Dropbox synchronizes the content with the cloud and
pushes data towards the secret receiver. The latter extracts the
secret information by comparing the new and the old chunks
contained in the updated blocks as to discover the position of
the changed byte containing the secret, i.e., d1. The process is
then iterated for the remaining M −1 bits of information and,
finally, the file is restored. Figure 3(b) provides a graphical
representation of the data hiding process.
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Fig. 3. Representation of methods used to encode secret data.

Same considerations of the REN method about using single
or multiple files, the need of developing a proper signaling,
as well as pitfalls regarding synchronous/asynchronous imple-
mentations hold. The ALT method requires to tightly interact
with files, thus the covert channel should be implemented by
using the client interface jointly with ad-hoc scripts to properly
manipulate contents [36]. In fact, the need of reverting a file
to its original form is more critical, as altering random bytes
could lead to corrupted files, which can be easily spotted.

V. PERFORMANCE EVALUATION

To evaluate the performance of the covert channels, we
implemented the secret sender and the secret receiver on Linux
desktops by using the Python Dropbox APIs v. 2.2.0 and the
CLI version of the client interface.

For each round of tests, two different cases have been
considered. The first addresses an error-free scenario, i.e., the
steganographic channel has been only affected by uncontrol-
lable errors or delays introduced by the Internet. The second
introduces additional impairments to quantify the robustness
of channels. To this aim, delays have been added by using
netem and we used IPtables to simulate losses and to
avoid the need of a proxy. To collect traffic traces, we used
the Wireshark traffic analyzer.

To have proper statistical relevance, each experiment has
been repeated 10 times, and aimed at exchanging secrets
of different lengths, which have been randomly generated
to avoid correlations or biased distributions of the encoded
information. To produce numerical results, we used tshark
and ad-hoc Python and bash scripts.

As regards the traffic investigation for assessing the stealth-
iness of the proposed approaches, measurements have been
conducted on the metropolitan area network of the National
Research Council of Italy (CNR) in Bari, which daily serves
more than 1, 500 unique users. Traffic has been captured for
about one month and in two different periods of the 2015,
i.e., from Feb. 11th to 23rd, and from March 8th to 20th. Data
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TABLE I
DELAYS FOR THE ALT METHOD WITH DIFFERENT SIZES OF THE FILE AND DELAYS FOR THE REN METHOD WITH DIFFERENT FILENAME LENGTHS.

ALT

F [bytes]
1K 5K 10K 50K 100K 500K 1M 5M 10M 50M 100M

td [s] 5.48 6.29 5.12 5.24 6.35 7.85 10.83 27.89 41.78 187.67 364.21

REN

L [N. of characters]
1 64 128 192 255

td [s] 3.3 3.2 3.6 3.5 2.7
Bandwidth [bit/s] 2 162 286 442 753

Volume of changed bytes [bytes]
Init 256 512 1k 2k 4k 8k 16k 32k 64k 128k 256k 512k 1M
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Fig. 4. Behavior of the delta encoding used to upload data and analysis of the steganographic bandwidth when varying C and F in the REN method.

has been collected and processed on a Linux Workstation with
two 2.40 GHz Intel Xeon E5-2609 CPUs. The machine has
been directly connected via a gigabit link mirroring the traffic
managed by the router towards the GARR network (i.e., the
ISP of Italian Universities and Public Research Centers). The
resulting dataset had a size of 1, 400 Gbyte and contained
more than 1, 742, 279 conversations seen between 289, 392
unique IP Source - IP Destination tuples. Collected traces have
been anonymized by using tcprewrite. The traffic has been
processed by using tshark, tcpdump and bash scripts.

A. Steganographic Bandwidth

This round of tests evaluates the steganographic bandwidth
of the covert channel, i.e., the rate at which the secret sender
and the secret receiver exchange information. With td, we
denote the delay in seconds between a request for synchroniza-
tion from the client interface and the time when the Dropbox
cloud completes the process and notifies users.

First, we investigate the performances achieved by the
REN method. As discussed, the secret data is encoded within
the filename, therefore longer names offer more capacious
carriers. We considered different sizes of the carrier, i.e.,
L = 1, 64, 128, 192, and 255 characters. We also assumed to
have an UTF-8 encoding, hence each symbol can contain 8 bit
of secret information. Table I presents the collected results. As
shown, td is insensitive to the amount of secret data stored, i.e.,
L. This confirms that delays are only ruled by the network and
the burden experienced by the Dropbox cloud and the client
interface. The overhead in terms of metadata to be sent does

not vary with L and, on the average, the parties synchronize
by receiving the required notifications in td ' 3 seconds. The
steganographic bandwidth, increases with L as expected and
ranges from 2 up to 753 bit/s. However, delays impose an
upper bound B given by B = 8·L

td
bit/s.

Second, we considered the ALT method. Compared to REN,
it has a more complex interaction with the Dropbox cloud,
thus we preliminary evaluated some behaviors to understand
impacts over td and to elaborate on the undetectability of the
covert channel. For this trial, a file having the size F = 4
Mbytes has been chosen. Figure 4(a) depicts the relation
between the amount of changed data and the volume sent to
block servers in the Amazon cloud. With ‘init’ we refer to
the upload of a new file, i.e., block servers need to receive
the content for the very first time. In this case, the amount of
data to be transferred corresponds to the whole file, plus an
overhead for the metadata, TLS encryption and handshaking.
Surprisingly, the delta encoding is not always used, i.e., for
changes needing to update less than 8 kbytes, the whole file is
uploaded. Therefore, Dropbox applies optimizations by using
an internal threshold, supposedly to perform a trade-off among
CPU/disk utilizations and bandwidth savings.

The size of the carrier plays an important role also for the
ALT method. Specifically, larger files have more data to be
changed for embedding secrets. Since each modification in
the local file requires to update the cloud, the td limits again
the rates at which the secret sender can encode information.
Table I reports the collected values with C = 256 bytes.
As shown, td grows with F , but it remains bounded until
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(a) Steganographic bandwidth with different packet losses.
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(b) Steganographic bandwidth with different packet delays.
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(c) Synchronization delay td with different packet losses.
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(d) Synchronization delay td with different packet delays.

Fig. 5. Behaviors of the steganographic bandwidth and synchronization delay td for the REN and ALT methods with different impairements.

F = 1 Mbyte. Therefore, F is a critical parameter, as for
undetectability reasons, it could be convenient having multiple
files but with smaller sizes, rather than a unique big one.
Recalling the mechanism used to inject the information, both
F and C affect the achievable bandwidth. Figure 4(b) and 4(c)
portrait their impact on the capacity of the covert channel. The
best performances are obtained when the C = 256 bytes, as
it allows to embed a greater amount of data and guarantees a
covert channel with a bandwidth of about 4.5 kbit/s. Higher
values of F account for more room in the carrier to inject
secrets, but at the price of an increasing volume of traffic
generated through the Internet. As regards the steganographic
bandwidth, the theoretical bound is given by B = F ·8

C·td bit/s,
and the optimal upper bound is when C = 256 bytes. As
depicted in 4(c), best performances are achieved for F greater
than 5 Mbytes. Even if the capacity of the covert channel
constantly grows with the unique exception of F = 512
kbytes, td prevents to reach the theoretical limit.

B. Robustness

To investigate how network impairments affect the perfor-
mance of covert channels, we modeled hazards via packet
losses and delays, e.g., to consider congestion in the Internet or
intermittent connectivity of mobile devices. For both methods,
the packet loss varied in the 0 − 20% range, while delays
varied in the 0− 500 ms range, as to consider different types
of wireless mobility, i.e., from cellular to satellite [37]. For

the REN method, we set L = 255 as it provides the best
performances in terms of steganographic bandwidth. For the
ALT method, we choose F = 4 Mbytes as it represents a
good trade-off among the throughput of secret information
and undetectability. In this case, we performed two different
investigations to understand the roles of C and delta encoding.
To this aim, we undertook experiments with chunks having the
size of C = 256 bytes and C = 8 kbytes. Figure 5 depicts the
collected results averaged over all the trials.

In more details, Figure 5(a) shows the impact of the packet
loss on the steganographic bandwidth. In the case of REN,
the covert channel compensates to losses smaller than 14%,
whereas for more severe values its throughput reduces. A sim-
ilar behavior is also experienced by the ALT method. Figure
5(b) depicts how packet delay influences the steganographic
bandwidth. Similar for the packet loss, the delays reduce the
throughput achieved by both methods. To understand such
behavior, Figures 5(c) and 5(d) portrait the impact of packet
losses and delays over the synchronization delay td.

For the case of REN the higher Round Trip Time (RTT)
accounts for a performance degradation of the TCP/HTTP,
hence limiting the amount of information that can be ex-
changed between the client interface and the Dropbox cloud.
This is mainly due to the protocol hierarchy in charge of
delivery the signaling and metadata. In fact, TCP/HTTP can
absorb burst of errors, but they will stop properly working
when in the presence of heavily impaired channels (e.g.,
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Fig. 6. Number of users accessing Dropbox subdivided for type of service.

due to retransmissions and timeouts). In this case, the client
interface stops exchanging data with the Dropbox cloud, thus
interrupting the flow of information between the secret receiver
and the secret sender. Again, the high RTT reduces the number
of operations that can be completed in a given timeframe
by the ALT method. Similar to the error-free scenario, the
covert channel achieves the best steganographic bandwidth for
C = 256 bytes. Owing to the behavior of delta encoding (see
Figure 4(a)), when C = 8 kbytes, less data is exchanged with
Dropbox, including blocks sent to Amazon and information
carried by the synchronization protocol. Oddly, this reduces
performances as larger chunks encoding the same information
require to alter different blocks. Instead, when C = 256
bytes the increased amount of traffic allows the TCP to better
utilize the available bandwidth. This sort of “parallelization”
compensates delays and saturates the bandwidth from the
client interface towards Dropbox, leading to a higher flow of
information between the secret sender and the secret receiver.

C. Undetectability

Undetectability is fundamental for characterizing a covert
channel. To this aim, we discuss some behaviors of Dropbox
to: i) tune the information hiding methods as to increase their
stealthiness, and ii) enlighten the most critical features to
develop an effective Warden. We recall that our scope is to in-
vestigate information hiding in personal cloud storage services
(see, e.g., [1], [19] for comprehensive traffic characterizations).

As a first step, we evaluate if implementing a covert channel
within a client interface can be considered as an anomaly.
To identify how an endpoint accesses Dropbox, the ideal
method would require to “force” the TLS encryption and
directly inspect the host_int and host_id fields used in
the notification protocol. This is not a viable solution, thus
we considered the endpoints of TCP conversations, as each
Dropbox service has a specific range of IP addresses. As
regards identification of hosts, the DHCP is only used for
few guest devices, hence the noise introduced by dynamic
addressing is very limited. Figure 6 depicts the number of
hosts accessing the different services delivered by Dropbox.
As shown, the majority uses the storage service via the client
interface, but also the web-based platform has a relevant
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utilization. Since we expected a higher gap, we searched for
links, i.e., the creation through the Dropbox website of URIs
to publicly share files. We discovered that the high utilization
of the website has to be primarily ascribed to the creation of
a link, rather than for manually syncing contents via browser.
Therefore, a covert channel carried by the flow of information
of a client interface would not appear as an anomaly.

Concerning the distribution of users in the observed time-
frame, drops represent the weekends. In this case, spotting the
hidden flow of information via network analyzers could be
simpler, as the bulk of data reduces. Consequently, one might
imagine to use low-attention raising mechanisms, for instance
by spawning the covert channel when the network traffic is
assumed more consistent [38], [39]. A similar technique could
be also adopted to hide from a Warden on the file system.

Recalling that REN only relies on the alteration of an entry
in the metadata and does not require to update contents in
the cloud, its network footprint is hard to be spotted by a
Warden. In fact, on the average, it is required to inspect daily
up to 60 Gbytes of data, with peaks of more than 250 Gbytes,
as depicted in Figure 7(a). Instead, a Warden on the host could
reveal the data hiding process, as too many changes on the file
system could be suspicious. Recalling the values of td mea-
sured and reported in Table I, without additional impairments
imposed by the Internet, an average synchronization requires
about 3 seconds. Therefore, the software implementing the
covert channel should restore the original name within td as
to avoid that a Warden on the file system spots the change.
Unfortunately, this increases the burden on the mass storage,
e.g., due to continuous parse of the file system log, thus a
proper trade-off is needed.

As regard the undetectability of ALT, we recall that the
amount of Dropbox traffic depends on the actions performed
by the user. Therefore, we measured both the volumes of data
and the number of blocks stored by each user daily, as reported
in Figure 7. On the average, a single user stores 9 new blocks
per day, which is equal to ∼ 36 Mbytes of data (recalling that a
standard block is 4 Mbytes). Further investigations reveal that
such a value is characterized by a very high variance, making
hard to fix an effective threshold to decide whether a volume
of blocks represents an anomaly. It appears clear that users
prefer to do frequent and small changes to a file instead of
producing brand new contents. This can only partially rule the
throughput of data, as the optimized block transfer architecture
of Dropbox plays a major role.

Surely, steganographic bandwidth can be traded for de-
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tectability, since larger values of F and smaller sizes C imply
more traffic observable over the network, and then, a more
aggressive user activity that can be spotted. However, the
more important trade-off is between the volume of secret
information sent daily and undetectability. In other words,
limiting the amount of secret data M to 100 bits would
make the resulting flow of chunks between the secret sender
and the secret receiver as indistinguishable from licit traffic.
Obviously, more bandwidth or a greater amount of information
can be exchanged by using multiple files, but this would inflate
the traffic per user, and hence make the channel easier to spot.

D. Comparison, Implementation Issues and Summary

As shown, ALT allows to trade network stealthiness in terms
of throughput by varying C, but this will have more impact
on the file system. Conversely, the amount of traffic produced
by REN is insensitive from L and the methods used to encode
the secret message M . In our trials, we successfully used
REN with character occurrence, alteration of the number of
spaces, character existence, word-to-symbol map, direct UTF-
8 encoding, and the number of character used (see, e.g., [40]
for a thorough discussion on text steganography). We point
out that such methods are general and can be mixed to mimic
the normal behavior of a user during his/her daily working
routine. Nevertheless, REN is robust against errors and losses
but, its bandwidth should be limited to avoid the detection by
observing the hosting file system.

As regards perspective implementation issues, the ALT
method is the more challenging, as it can lead to a tem-
porary corruption of the file used as the carrier. A simple
workaround to minimize the risk of opening such a file is
to use a low-attention raising technique, for instance enabling
the covert channel when the user is idle (see, e.g., [38] for an
information-hiding-capable malware using such approach on
Android devices). Another approach relies on using contents
that can not be corrupted tout court, such as multimedia
ones. As an example, chunks used to embed secrets could
be only limited to metadata or ID-tags of MPEG files. A
more complex, yet preferred, way is to add to REN and
ALT another layer of steganography. For instance, if the ALT
is applied to an image, one might further encode the bytes
of M within a pixel and considering also features of the
neighborhood area, as to avoid the detection due to artifacts
or corruptions [42]. Nevertheless, encrypting M could make
the covert channel more robust, as it prevents to reconstruct
the secret by recognizing the bytes changed in the file.

The computational overheads of both methods are quite
modest. Indeed, ALT and REN require a proper design to
not have too much impact on the hosting device, e.g., to
avoid detection due to performance degradations or excessive
battery drains. A conflicting design goal concerns the secret
sender, which should be implemented to be as fast as possible.
Unfortunately, this would require to have a spin-lock style
behavior leading to a high-detectable process. Therefore, over-
heads could be reduced by considering the td, which prevents
to reach theoretical bounds. In this case, the sender/receiver
could be put in a sort of sleep state during “idle” periods

due to delays. Concerning computational/storage overheads,
the REN only requires to perform simple operations on the file-
system and computing an hash, thus they can be considered
as negligible. A similar consideration could be made for the
ALT, even if it produces slightly increased costs in terms of
duplication and restoration of files.

To summarize, results clearly indicate that the proposed
approaches can covertly transfer data through the Internet and
can be used to implement a communication layer allowing
malware to hide its existence for long periods. If the amount
of daily exfiltrated data is small, their detection could be very
hard, thus they can be used for “long and slow” leakages [11].

VI. WARDENS AND MITIGATION TECHNIQUES

One of the primary goals of investigating covert channels
targeting Dropbox is the development of specific and effective
Wardens or mitigation techniques to prevent the misuse of
personal cloud storage services for information hiding attacks.
Preliminary, we mention that the development of general coun-
termeasures for such threats is still an open problem, as each
method has its own and poorly generalizable characteristics
[41]. This also reflects in many works proposing method-
agnostic Wardens addressing the network traffic of embedding
applications, rather than concentrating on the internals of the
steganographic exploit [12], [30], [31], [32], [33].

The REN and ALT methods offer a wide variety of possible
features to be used, as they range from the alteration of meta-
data producing a negligible amount of traffic to file changes
leading to a more aggressive network behavior. Considering a
Warden deployed on the host, it has to pursue two concurrent
goals: decide whether a change in the file indicates a secret
injection and detect the threat with a reasonable footprint in
terms of computational and I/O burden. In general, spotting
REN-like attacks within the host of the victim could be
feasible, while for the case of ALT the need for a continuous
parse of the file system log and check for differences among
multiple versions of the file would make preferable shifting the
detection in the network. We point out that only few works
in the literature try to directly spot a covert channel in the
device, with the exception of the colluding applications attack
or digital media steganography only targeting the content and
not a wider architecture (see, e.g., [12] and references therein).

Therefore, developing a Warden acting on the network could
be a more efficient solution. As discussed, all the exchanges
between the secret sender and the secret receiver are embedded
within flows of the metadata protocol. Since Dropbox uses
TLS-encrypted end-to-end conversations to transfer notifica-
tions, the use of DPI techniques is ineffective. As presented
in Section V-C, if the Warden has a “good” knowledge of
the block/user usage, this can be exploited to reveal the ALT
covert channel or to force the secret sender to slow as to
avoid to be detected as an anomaly. To this aim, an effective
Warden could take advantage of a specific behavior of the
Dropbox protocol. Especially, trials revealed that the number
of uploaded blocks is equal to the TLS Application Data
packets (i.e., Type 23, 0x17) sent from the Dropbox cloud
to the client interface with the push flag of the TCP set to true
(i.e., PSH = 1).



10

If not completely void, the bandwidth of channels targeting
personal cloud storage services can be mitigated via traffic
normalization. In fact, as presented in Section V-B, both
methods are highly sensitive to delays. Therefore, a possible
countermeasure introduces additional delays on the related
traffic flows as to limit the achieved steganographic bandwidth.
However, this is a delicate trade-off since it can degrade
the QoE perceived by the entire user population. Besides,
as discussed in Section IV-A, a malware wanting to attack
Dropbox can use the RSS flow to implement a secret-receiver-
side daemon. A simple approach could exploit the volume of
traffic generated by Web syndication. Since it can be assumed
as smaller if compared to the bulk of data generated by
the control and data planes of Dropbox, a Warden can use
syndication patterns as indicators to spot anomalies. Lastly,
an effective Warden should also consider the presence of low-
attention raising mechanisms.

Developing new mitigation techniques for threats using in-
formation hiding is part of our ongoing research. Specifically,
for the case of personal cloud storage applications, the most
promising approaches to be investigated are:

• energy-based: a recent field of research proposes the use
of energy consumption as a more general indicator to spot
anomalies [43]. This appears as particularly suited for
covert channels, since their detection is tightly coupled
with the specific information hiding method and poorly
generalizable. Therefore, a Warden in the host can be
used to reveal the malicious exploitation of personal cloud
storage services by monitoring its consumption [44].

• by design: owing to the popularity of personal cloud
storage applications, vendors like Dropbox, Google, Mi-
crosoft and Apple should consider to address information
hiding hazards from very early implementation stages,
as well as to deploy cloud-side countermeasures. As
an example, metadata servers could analyze the usage
pattern of an user and, if it deviates from a reference
value, the steganographic bandwidth can be reduced by
inflating td. This prevents to deploy a Warden on the
device consuming CPU and battery resources [35].

VII. CONCLUSIONS

In this paper, we investigated covert channels targeting
personal cloud storage services. We implemented two methods
and tested their performances in terms of bandwidth and
robustness in realistic scenarios. Results indicate that the
proposed covert channels can be used to stealthy transfer
information through the Internet. Specifically, personal cloud
storage can be used as a “communication service” for the next-
generation malware wanting to cloak its existence or covertly
exfiltrate data from the hosts of attacked users. For this reason,
the variety of data, together with the huge amount of traffic due
to the vast user population, rise security issues that can lead to
a Big Data problem. Therefore, understanding menaces arising
from information hiding could prevent the need of performing
resource-consuming traffic analysis or developing non-scalable
countermeasures.

Future research aims at implementing and testing a novel set
of countermeasures. Nevertheless, part of the ongoing research

is devoted to extend the investigation of attacks based on
information hiding to other cloud services.
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